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3.2.2 Measures of Incremental Fit the level of acceptability of any model dozens of statistics 
have been developed and proposed by a number of 

researchers. Different statistical software packages such as 

LISREL, AMOS, SAS, MPLUS and STATISTICA (as 
mentioned above) calculate most of these statistics for 

providing a ground of appropriateness to any estimated
model. Next section, in this direction explains the broad 
classification of these statistics as are generally exercised in 
literature. 

Measures of Incremental fit evaluate how well t. 
the specifed (observed) model fits the sample data relativ 

as a baseline model (Hair et
some alternative model that is treated 

al., 2006; Hooper et al., 2008. Malhotra and Dash, 201 baseline model is also treated as null model which is defined 
expected to exceed (Hair et al.,. 2006). Due to this 

incremental fit statistics in AMOS are also knownacon baseline comparisons. In this paper, NFI (Normed Fit Index) 

The 
as a model from which the estimated modelsho be 

reasor 
3.2 Model Fit-Measures and Statisties 

(Relative Fit Index), IFT ([ncremental Fit Inde 

(Tucker-Lewis Index) and CFI (Comparative Fit n 
exploited in the category of incremental fit. The proced ae 

Model evaluation is one of the most unsettled and 

comprehensive issue connected with SEM and no single 
statistical test best describes the strength of the model's predictions. SEM is still evolving as a data analysis technique 
and researchers are in disagreement on various aspects of 
structural modeling such as acceptability of model fit by 
employing different indices as are developed over time. 
Firmly, three measures: 'measures of absolute fit, 'measures 
of incremental fit' and 'measures of parsimonious fit' are 
common to determine fit of any model. The paper considers 

the measures of absolute fit and measures of incremental fit. 

calculation of all these statistics considers chi-smoO 
and 

aseline 
degrees of freedom both for the estimated model and baseline model in one or the other form. 

Explorations and Discussions

Statistics of Model Fit - Assimilation and Description 

4. 

4.1 

Parsimonious fit measures are not described as they are 
specifically invented only for inter-model comparisons and 
not appropriate for evaluating the fit of any single model 
(Hair et al. 2006; Malhotra and Dash, 2012). Owing to the reason, parsimonious fit measures are not frequently utilized 
whereas absolute and Incremental are the two statistics 

This section describes on various fit statistics and elucidates opinions of researchers on their predicting power regarding the fit of any SEM model. None of the measures (except chi 
square) has an associated statistical test for the acceptance or 
rejection of any index. However, in many instances 
guidelines have been suggested, which are illustrated with 
the description of each index. 

which are commonly reported in any SEM study; thus require 
much claification than the measures of parsimony. Chi-Square Statistic 4.1.1 

The chi-square for the model is also called the discrepancy 
function, likelihood ratio or chi-square goodness of fit. In 
AMOS, it is also known as. CMIN. Chi-Square is the 
mainframe model fit statistic which indicates the difference 
between observed and expected covariance matrices. Ch 
square is criticized by many researchers because of 

shortcomings associated with its use. Being very sensitive to 
sample size, many researchers discard the index if sampe 
size exceeds 200. Hooper et al. (2008) quoted the reason that 
when the size of sample is large, chi-square rejects nearly al 
the models. Arbuckle and Wothke (1999) too define that 
when the sample is large, chi-square test will show that e 

data are significantly different from those expected on a 
given theory even though the difference may be only sug 
and negligible. Along with large sample, problems too re 
with the use of small sample sizes. Arbuckle and Wothre 
99 again quote that if the sample is small the chi-squa 

3.2.1 Measures ofAbsolute Fit 

Absolute fit measures determine the degree to which the 
overall model predicts the observed covariance or correlation 
matrix (Hair et al., 2006). Consequently, these measures are 
derived from the fit of the obtained and implied covariance
matrices and from the Maximum Likelihood function.
Researchers have divided the measures of absolute fit into 
two categories: 'goodness of fit measures' and badness or 
lack offit measures'. 

Goodness of Fit: Goodness of fit indicates how well 
the specified model fits the observed or sample data. 
Therefore higher values of these measures are 
desirable (Malhotra and Dash, 2012). Two 
goodness of fit indices GFI (Goodness of Fit) and 
AGFI (Adjusted Goodness of Fit) are discussed in 
the paper. 

will show that the data are not significantly different from Badness of Fit: As the name indicates, badness offit 
or lack of fit indices measure error or deviation in 
some fom, so lower values on these indices are 
required (Malhotra and Dash, 2012). CMIN/DF 
(Chi-square statistic divided by degrees of 
freedom), RMR (Root Mean Residual) and RMSEA (Root Mean Square Error of 
Approximation) are explained and illustrated upon from this category. 

quite a wide range ofvery different theories. Same rent 
ctions 

also glimpse from Gatignton (2010) as he considers 
that one 

ditficulty with small sample sizes is that researchers may 
to reject the hypothesis (or "accept" the model) to a lack 

of statistical power (Type I error). Likewise, " 
samples, one may fail to find a model that ns 

vei 
better 

been (Iype II error). As a result, other measures of n 

developed. Albright and Park (2009) have repohave i 
developed index that work in lieu of chi-squarc 

tal 

arg 
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own advantages and disadvantages. But it is recommended 
that although chi-square suffers from serious limitations, it 

must be reported in SEM studies as most of the fit indices are 

derived and based upon its value. 

Acceptability: Chi-square must be not significant for 

regarding the model as acceptably fit which means that the 
observed covariance matrix is similar to the predicted 

covariance matrix. So, smaller difference between the two 
matrices is preferred. A value of zero is the exact fit and 

Acceptability: The ratio should be small and close to one for 
perfect model fit. As per Byrne (1989) and Dion (2008), a 
ratio greater than 2 represents an inadequate fit. Even though, 
there is no consensus among researchers regarding an 
acceptable ratio for this statistic. According to Carmines and 

Mclver (1981), a ratio of 3 to 1 is indicative of an acceptable 
fit. Suggestions for the use of this index also range from as 
high as 5 and as low as 2 (Arbuckle and Worthke, 1999; 
Hooper et al, 2008). 

values closer to zero indicate a better fit. 4.1.5 Root Mean Residual (RMR) 

RMR is the square root of the average squared amount by 
which the sample variances and covariances differ from the 

obtained estimates, thus it is the mean of squared residuals. 

Hooper et al. (2008) report that RMR becomes difficult to 

interpret if the scale of measurement changes (for example: 
some items measured on five point and other measured on 

seven point scale). Due to this, its standardized version 

SRMR (Standardized Root Mean Square Residual) is 

popular. Also, maximum range of RMR is unlimited (Moss, 

2009). 

4.1.2 Goodness of Fit (GFI) 

The GFI was devised by Joreskog and Sorbom (1984) for ML 
and ULS estimation but work of Tanaka and Huba (1985) 

also generalized it to the other estimation criteria (cited in 

Arbuckle and Wothke, 1999). Hair et al. (2006); and Hooper 

et al. (2008) reported that the range of GFI is always between 

O and 1. 

Acceptability: According to Hair et al. (2006), no absolute 

threshold levels for acceptability of this index has been 

established but higher values of GFI indicate better fit. 
Malhotra and Dash (2012) have point out these higher values 

that should be in the range of 0.90 and above. But Hooper et 

al. (2008) define that the values of0.95 and above should be 

termed as more appropriate. Despite all, Hair ét al. (2006) 

report GFIof0.865 as marginal in their worked example. GFI 

of 0.850 is also considered for a claim of mediocre or 

Acceptability: As RMR is a fit of badness, in the words of 

Arbuckle and Wothke (1999), smaller values are better and a 

RMR of zero indicates an ideal fit. In line with Hooper et al. 

(2008), well fitting models should obtain RMR values less 

than 0.05. Authors (Arbuckle and Wothke 1999; Hooper et 

al., 2008; Malhotra and Dash, 2012) too have described that 

values of 0.08 or less are also deem acceptable for adequacy 

of this index. 
moderate fit by Dunn (2008) and Zakuan et al. (2010). 

Adjusted Goodness of Fit Index (AGF) The Root Mean Square Error of Approximation 

(RMSEA) 

4.1.3 4.1.6 

AGFI takes into consideration the degrees of freedom 

available for a model, when GFI is adjusted for these degrees 
of freedom, the index is termed as AGFI. Hair et al. (2006) 
take AGFI as an incremental fit index but Hooper et al. (2008) 
and Malhotra and Dash (2012) write it as an index of absolute 

fit. Going with Hooper et al. (2008) and Malhotra and Dash 

(2012), the present study procures AGFI as an absolute fit 

measure. Hooper et al. (2008) mention that values of AGFI 

can fall outside the range of 0 to 1. 

RMSEA was first developed by Steiger and Lind (1980: cited 

in Hooper et al., 2008). This index is the square root of the 

mean of the squared residuals (Malhotra and Dash, 2012). It 

is defined as sensitive to the number of parameters estimated 

but relatively insensitive to size of sample (Albright and 
Park, 2009). About its range, it is recognized that the upper 

range is unbounded but it is only rarely experienced in 

different studies that RMSEA exceed 1 (Brown, 2006). 

Acceptability: The AGFI of one indicates an ideal fit. 

Regarding acceptability, Hair et al. (2006) and Malhotra and 

Dash (2012) recommend a value either greater than or equal 

to 0.90 but for AGFI, a criteria of greater than 0.8 is also 

provided (Njite and Parsa, 2007). Hair et al. (2006) also 

consider value of 0.810 as marginally accepted and Zakuanet 
al. (2010) too regard AGFI of 0.826 calling the model fit as 

moderate. 

Acceptability: Smaller values of RMSEA indicate better 

model fit; the exact fit of RMSEAis 0.000. As per Hooper et 

al. (2008), cut-off points for RMSEA have been reduced 

noticeably in recent times. According to Hu and Bentler 

(1999), a value of 0.06 or less is an indication of acceptable 
model fit. Arbuckle and Wothke (1999); Dion (2008) and 

Albright and Park (2009) all point out a value ofabout 0.05 or 

less as a sign ofa close fit. But in line with Albright and Park 

(2009), the figure 0.05 is based only on subjective judgment 
of researchers, thus cannot be regarded as infallible. In view 

of this, investigators (Arbuckle and Wothke, 1999; Hair et al, 

2006) also agree on the point that values less than or equal to 

0.08 can also indicate mediocre fit. Also, Hair et al. (2006) 
and Arbuckle and Wothke (1999) suggest upper threshold of 

0.10, above which the models will not be employed. 

4.1.4 Relative Chi-Square (CMIN/DF) 

This index is also known as Normed Chi-Square. CMIN/DF 

1s the chi-square value divided by its degrees of freedom. 

Chi-square being very sensitive to sample size, its 

applicability in this form has increased considerably in recent 

times. 
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Arbuckle and Wothke (1999); Hooper et al. (2008) and 
Malhotra and Dash (2012) also prescribe that although the 
typical range for TLI is between zero and one, but it is not 
limited to that range and values too can fall outside it. 

4.1.7 Normed Fit Index (NFI)D 

The Bentler and Bonett (1980) Normed Fit Index is the ratio 
of difference in the chi-square value for the proposed model 
and the null model divided by the chi-square of null model. 
NFI cannot go above 1 (range 0 to 1) which is the ideal fit 
for it (Hancock and Mueller, 2006). 

Acceptability: TLI values close to 1 indicate a very good fit. 
For the index, values as big as 0.95 is favoured but as low as 
0.80 is also preferred (Hu and Bentler, 1999: cited in Hooper 
et al., 2008). 

Acceptability: The values of greater than or equal to 0.90 are 
considered acceptable for the index (Malhotra and Dash, 
2012; Hair et al., 2006; Hooper et al., 2008). Along with more 
recent recommendations on NFI; it should be greater than 
0.95 for a perfect fit. Even with these cut-offs, authors also 

take values such as 0.828 as imarginally accepted (Hair et al., 

2006). 

4.1.11 Comparative Fit Index (CF) 

CFI is a revised form of NFI and was first given by Bentler 
(1990) so it is also known as Benter's comparative fit index. 

For the calculation of CFI, along with chi-square and degrees 
of freedom, non centrality parameter (NCP) is also 
considered both for estimated and baseline models. CFI 4.1.8 Relative Fit Index (RFI) 
values again range from 0 to 1, with larger values (values 

close to 1) indicating better fit (Arbuckle and Wothke, 1999; 
Hooper et al, 2008; Malhotra and Dash, 2012). 

Relative fit index is known as Bollen's RFI and according to 
Byme (2010), it represents a derivative of the value of NFI. 
For the calculation of RFI, relative chi square (CMIN/DF) of 
estimated model is divided by relative chi-square ofbaseline 
model, then this ratio is subtracted from one. The range of 
RFlis always between zero and one. 

Acceptability: Like other fit indices, a CFI value of 0.90 
(Hancock and Mueller, 2006) is advanced as acceptable and 
values greater than 0.95 is recognized as indicative of a 
perfect fit (Dion, 2008; Hooper et al., 2008). Going with 
Dunn (2008), comparative fit Index (CFI) of 0.87 can also be 
relevant for a claim of mediocre fit. 

4.2 Statistics ofModel Fit : Clarifications 

Acceptability: Relativefit index (RF) close to one indicates 
a superior fit. Consistent with Byne (2010), values greater 

than 0.95 indicate perfect fit and as with other indices values 
greater than 0.90 and above are also adequately acceptable. 

Incremental Fit Index (IF) In line with the above explanations of model fit indices, it can 
be said that the answer to the question is still inadequate and 
literature suffers from large inconsistency and ambiguity to 
settle on the aspect of model fit. Albright and Park (2009) too 
have declared that no single evaluation rule exists regarding 
model fit by means of fit indices on which majority of 
researchers agree. Actually, fit of the model can be viewed 
somewhere between the extremes of very poor to ideal. The 
model fit statistics which can be called very poor are statistics 
ofindependence or null model and the ideal fit indices are the 
indices of saturated model. The researchers wish for their 
models to be near to saturated one but factually, models may
not always be ideal and perfect. Consequently, every study 
must articulate some criteria on the basis of which 
acceptabilityof model fit is decided. The scale offit indices is 
not very easy to interpret and it is much dificult to say about 

how much deviation of fit indices from the ideal 

representation is bearable. Since, there are no goden and 

rigid standards established till date for the use of ft indices 
and regarding the employment of sample sizes; in line with 
accepted threshold levels and description of fit indices by 
various authors, table 1 presents some guidelines on the 

aspect. 

4.1.9 

The Incremental Index of Fit (IFT) was developed by Bollen 
(1989) to address the issues of parsimony and sample size 
which were known to be associated with the NFI, so IFI is 

relatively insensitive to sample size (Byrne, 2010). To 
compute it, first the difference between the chi square of the 
baseline model (in which variables are uncorrelated) and the 
chi-square of the estimated model is calculated. Next, the 
difference between the chi-square of the estimated model and 
the degrees of freedom for the estimated model is calculated. 
The ratio ofthese calculated values represents IFI 

Acceptability: This index can exceed 1.0 and values close to 
1.0 indicates perfect fit (Arbuckle and Wothke, 1999). IFI of 
0.962 is stated as reflecting a well fitting model by Byrne 
(2010). However, similar to other statistical coefficients 
those exceeding 0.90 are acceptable too. 

4.1.10 Tucker-Lewis Index (TLI)/Non-Normed Fit 
Index (NNFD 

The Tucker-Lewis coefficient was discussed by Bentler and 
Bonett (1980) and is also known as the Bentler-Bonett non- 
normed fit index (NNFI). The coeficient of TLI is estimated 
by dividing the difference of relative chi-square of baseline 
model and relative chi-square of estimated model by the 
difference of relative chi-square of baseline model and one. 
According to Hooper et al. (2008), the main problem 
associated with its use is its non-normed nature, meaning 
values can go beyond 1.0 and thus can be difficult to interpret. 
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Table 1. Acceptability Criteria for Absolute and Incremental Fit Indices 

Fit Indices Range FIT CRITERION 

Upper Poor Fit IdealFit PerfectFit Lower 
GoodFit Marginal Not/Less 

Fit Acceptable 
Absolute Fit Indices 

Goodness of Fit 
GFI 0 0.95 Between Between Less than 

and Above 0.90 and 0.95 0.80 and 0.90 0.80 
AGFI Outside the 0 0.90 Between Less than 

range of0 to 1 and Above 0.80 and 0.90 0.80 

Badness of Fit 
CMIN/DF Upper bound 

is unlimited 
Upper bound 

0 Between Between Between Above5 

O and 1 l and 3 3 and5 
RMR Lower bound 0.05 and Between Above 

is restricted is unlimited 0.05 and 0.08 Below 0.08 

to zero 
RMSEA Lowerbound Generally do 

not exceed1 
0 0.05 and Between Between Above 

is restricted Below 0.05 and 0.08 0.08 and 0.10 0.1 
to zero 

Incremental Fit Indices 

0.95 and 
Above 

NFI Between 
0.90 and 0.95 0.80 and 0.90 

Between 
0.90 and 0.95 0.80 and 0.90| 

1 Between Below 

0.80 
RFI Can go 0.95 and Between Below 

beyond 1 Above 0.80 
IFI 0.95 and Between Between Below 

0.90 and 0.95 0.80 and 0.90 

Between 
0.90 and 0.95 0.80 and 0.900.80 

Between 
0.90 and 0.95 0.80 and 0.90 

Above 0.80 
TLI 0 Can go 0.95 and Between Below 

beyond 1 Above 
0.95 and 

Above 

CFI Between Below 

0.80 

Source: Compiled by Authors 

The table 1 is compiled on the ground of explanation and 
description of these fit indices in literature. First column of 
table 1 states about the fit statistics as are described in the 

paper and second column presents the range between which 
these indices are expected to lie. Under heading fit criterion, 
the criterion of model fit is divided into some sections. 

Primarily, these are the criteria of ideal fit, perfect fit, good 
fit and marginal or mediocre fit. The two indices of goodness 
of fit (GFI and AGFI) and all the indices of incremental fit 
(NFI, RFI, IFI, TLI, CFI) have ideal values as equal to one 
and the poor fitting models will have these values as zero or 

very near to it. Independence model is such an example of 
poor fitting model. However, if the particular index lie in 

between any given range, the model may be classified as a 

g0od fitting or mediocre fitting model. Opposite to the 
goodness of fit, the fit of badness in ideal model is equal to 

zero and worst models will have these values equal to 1.0. 
Indeed, between these extremes a well fitting range is 
decided upon which can be employed by any researcher 
basing on the value of the index. Last column also details a 
range of values beyond which a model can not be said as 
acceptable due to very less power of fit indices. Based on the 
table, researchers can very well decide whether their models 
are perfect fitting models, have marginal fit or are not 

acceptable at all. Although, data may not support some of the 
tested models, the conceptual background and theoretical 
foundation of any study must be considered. The substandard 

and low-quality data may not support even the unanimous
theories. In this regard, after concluding the main theme 
of the paper, the last section will provide some 

recommendations to the practitioners of SEM. 
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sizes. Perhaps, the employment of sample size ina any SEM 
5. 

study may also depend upon the number of param 
to be estimated through a model. With some new v 

CONCLUSIONAND LIMITATIONS 

neters that is lh summary, it can be said that SEM literature is deficient 

regarding any established standard for the criteria ofmodel fit 
on the basis of fit indices. Literature has only contributed 

certain guidelines on the subject and by synthesizing various 

guiding principles among these, the present paper endeavors 
to further develop this topic. Factually, it is emphasized that 

SEM is not only important for the testing of conventional 
theories but also significant for the development of new ones. 
Sometimes, the data may fit the model only marginally but 
the theoretical base of any research may be unique and 

absolutely robust. Consequently the future prospects even for the moderate fitting model.can be strong. The theory or the 
model should not be rejected only on the ground that the fit is 
not very encouraging. Moss (2009) also holds the same 

opinion. He quotes the reference of Bollen (1989) who 
illustrates that some previous models in which CFI of 0.70 
and 0.85 were discovered by the researchers actually 
Tepresented progress in literature and thus recommend that 
these types of models should be acceptable. So, the paper 
proposes that model fit can be categorized according to a 
continuum ranging from very poor to ideal and define the 
most desirable indices of absolute and incremental model fit 

to settle somewhere between this continuum. 

studies can prescribe a range of reasonable sizes uhure 

along with the predictable number of parameters mpleg 
alleviation to future practitioners of the subject. 

Secondly, the language of research must not be ona- 
gives different impressions to 
must be uniformity among 

for giving 

which the reader. Therefore, 
there researchers in usin 

terminology for describing the fit of any model, riety of expressions like reasonable fit, acceptable fit, satisfactory fit, good fit are exercised in various research articles and papers even to indicate the similar range of values. Accordinos 
order to characterize the framework of terminoloo 

range ofresults, one criterion is proposed in this paper (Tahia 
1) but only suggestive. The experts can further test its validit. 

and provide some new standards and benchmarks accor rding to which the future work on SEM can proceed. 

Lastly, there is wide literature available on SEM but majoritv 
of studies confer only about the perfect fitting models. There 
is very less discussion about cases in which data may not 
perfectly support the model. The reason is that the studies 
with perfect model fits are usually published but the studies in 
which the model gets less support from the data are discarded 
for publication. Researchers themselves get less enthusiasm 
regarding the publication of their studies thinking about the 
probable criticisms. But due to this deprived thinking,a 
considerable point becomes out of their mind that the subject 
of SEM can be handled and understood only with the synergy 
of different individual studies. Other researchers can 

Although, the recommendation for the classification and 
criteria ofmodel fit as given in the paper is highly suggestive 
of the unclear trend which is evident from the literature but in 

lack of any definite scientific enquiries, cannot be stated as 
rigid and cast-iron rules. Due to this shortcoming, the 
proposed commendation as given in the paper does not 
confirm itself as a set of laws on the employment of the fit 
statistics and approval as a universal and uniform criterion 
for all fields of study. Shadows of SEM work are visible in 
pure sciences (such as medical science) as well as in social 
sciences (like sociology, psychology, marketing etc). A 

contribute in this course of action only if the research is 
published and they get an opportunity to revive it. More to the 
point, it must always be remembered that a good research is 
only one which always stands for the test of criticism. 
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